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The study of wastewater is a valuable source of information about the environment, health 

and industrial activities of the inhabitants of an area. Although the study of wastewater has 

traditionally focused on small molecules such as pharmaceuticals or illegal drugs, recent 

studies have reported the valuable information that can be obtained from large molecules in 

wastewater, introducing proteomics as an emerging field in environmental monitoring. 

 

Liquid Chromatography coupled with High-Resolution Mass Spectrometry (LC-HRMS) 

instrument was used to identify the proteins in wastewater in previous studies with a 

shotgun proteomics approach. Although the entire process reports comprehensive and 

accurate results, it is expensive and time-consuming. Therefore, Matrix-Assisted Laser 

Desorption/Ionization coupled with Time of Flight (MALDI-TOF) is proposed as a high-

throughput instrumental approach for faster and more cost-effective sample 

characterization. In this work, we present Aquasearch, a newly developed software in Python 

for the characterization and classification of samples in a multisampling analysis. 

Aquasearch primarily performs two tasks: 1) signal filtering from wastewater proteomics 

samples analyzed by MALDI-TOF and identification of peptides belonging to livestock and 

human biomarkers using an in-house database and 2) using the identification results to 

classify the samples based on their proteomic profile in a non-supervised analysis. To 

facilitate the use of Aquasearch, including the parameter selection and result visualization, 

the program can be run through a graphic user interface (GUI). 

 

To test the program, 4 wastewater samples collected from 4 WWTPs in Catalonia, Spain 

(Besòs, Girona, Vic and Figueres), were analyzed by MALDI-TOF. The Aquasearch analysis of 

the corresponding protein profiles showed the dominance of human biomarkers in Besòs 

and Girona, while pig and chicken biomarkers were the major components in Vic and 

Figueres. Finally, these proteomic profiles clustered the samples in the non-supervised 

multisampling analysis based on their origin. 
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Glioblastoma is a highly heterogeneous and infiltrative form of brain cancer associated to a 

poor outcome with a limited efficiency of therapies. The extend of the surgery is known to 

be related to the patient survival. Reaching an accurate diagnostic and prognostic by the 

time of the initial surgery is therefore paramount in the management of glioblastoma. To 

this end, we have studied the performances of the SpiderMass, an ambient ionization mass 

spectrometry technology that can be used in vivo without invasiveness, coupled to a newly 

developed AI pipeline. We demonstrated that we can, both stratify IDH-wild type 

glioblastoma patients into molecular sub-groups and get an accurate diagnostic with over 

90% accuracy after cross-validation. Interestingly, the developed method offers the same 

accuracy for prognosis. Additionally, we tested the potential of an immune-scoring strategy 

based on SpiderMass fingerprints, showing the association between prognosis and immune 

cell infiltration, to predict the patient outcome.  
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The availability of proteomics datasets in the public domain, and in the PRIDE database in 

particular, has increased dramatically in recent years. This unprecedented large-scale 

availability of data provides an opportunity for combined analyses of datasets to get 

organism-wide protein expression data in a consistent manner. We have reanalysed 

61public proteomics datasets from healthy human, mouse, rat and pig samples to assess 

baseline protein abundance in 42 organs. We defined tissue as a distinct functional or 

structural region within an organ. Overall, the aggregated dataset contains 99 healthy 

tissues, corresponding to 4891 mass spectrometry runs covering 837 samples. 

 

In all cases, we studied the distribution of canonical proteins between different organs and 

the distribution of proteins across organs. We also compared the results with data 

generated in analogous studies. We carried out a comparative analysis of protein expression 

between mouse, rat, pig and human tissues. We observed a high level of correlation of 

protein expression among orthologs between all three species in brain, kidney, heart and 

liver samples, whereas the correlation of protein expression was generally slightly lower 

between organs within the same species. We also performed gene ontology and pathway 

enrichment analyses to identify organ-specific enriched biological processes and pathways. 

We also compared protein abundances with RNA-seq expression. As a key point, we have 

integrated the protein expression results into the resource Expression Atlas, where it can be 

accessed and visualised either individually or together with gene expression data coming 

from transcriptomics datasets. We believe this is a good mechanism to make proteomics 

data more accessible for scientists, especially those non-experts in proteomics. 
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Protein carbonylation, a marker of excessive oxidative stress, has been studied in the 

context of multiple human diseases related to oxidative stress. The variety of post-

translational carbonyl modifications (carbonyl PTMs) and their low concentrations in plasma 

challenge their reproducible identification and quantitation. However, carbonyl-specific 

biotinylated derivatization tags (e.g., aldehyde reactive probe, ARP) allow for targeting 

carbonyl PTMs by enriching proteins and peptides carrying these modifications. In this 

study, an oxidized human serum albumin protein model (OxHSA) and plasma from a healthy 

donor were derivatized with ARP, digested with trypsin, and enriched using biotin-avidin 

affinity chromatography prior to nano reversed-phase chromatography coupled online to 

electrospray ionization tandem mass spectrometry with travelling wave ion mobility 

spectrometry (nRPC-ESI-MS/MS-TWIMS). The presented workflow addresses several 

analytical challenges by using ARP-specific fragment ions to reliably identify ARP peptides. 

Furthermore, the reproducible recovery and relative quantitation of ARP peptides were 

validated. Human serum albumin (HSA) in plasma was heavily modified by a variety of direct 

amino acid oxidation products and adducts from reactive carbonyl species (RCS), with most 

RCS modifications being detected in six hotspots, i.e., Lys10, Lys190, Lys199, Lys281, Lys432, 

and Lys525 of mature HSA. These results have been replicated recently in a larger cohort (n 

= 64) where the ubiquitous has become clear. However, MS evidence also suggests that a 

large portion of the data remains unidentified necessitating the exploration of open mass 

search strategies. 
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Epigenetic control mechanisms allow the differentiation of stable gene-expression patterns 

in various cell types and thus the very existence of multicellular organisms. One of the 

predominant mechanisms for epigenetic regulation are the histone post-translational 

modifications (hPTMs). Because of their sophisticated function, histones are among the 

most complexly modified molecules in the biotic world, in turn making these key regulators 

of multicellular organization notoriously hard to analyze. As a result, our knowledge of the 

histone code remains highly fragmented, which makes it one of the most frustrating ‘known 

unknowns’ in biology. One of the primary reasons for the lag in the study of intricately 

modified histones compared to the broader proteomics field is the absence of a working 

target-decoy strategy. Consequently, popular data analysis algorithms for data-independent 

acquisition (DIA), such as DIA-NN, cannot be readily applied to investigate histone extracts as 

they depend on a target-decoy strategy for empirically determining false discovery rates 

(FDR) and re-scoring peptide ion feature weights. The quest for a working target-decoy 

strategy tailored to histones has been ongoing for years but has made limited progress. On 

the other hand, DIA data analysis can be performed in for example Skyline where manual 

validation can be used instead of automated target-decoy FDR control. The crucial step in 

this process will be the generation of an extensive spectral library. In the broader 

proteomics field, spectral libraries are by now mainly predicted, using tools like MS2PIP or 

Prosit. Unfortunately, these predictions are not yet applicable to highly modified histones. 

Therefore, a spectral library for histones should still be build based on experimental data. 

This poster focusses on leveraging an enhanced iteration of one of the most popular DIA 

technologies sequential window acquisition of all theoretical fragment ion spectra (SWATH), 

referred to as Scanning SWATH. The challenges associated with histone analysis are 

summarized together with a proposal of what currently seems to be the best approach to 

decipher this histone code. Nevertheless, there is so much information in the histone code, 

and with the appropriate support in terms of data analysis, this can lead to significant 

breakthroughs. Therefore, a call: if anyone has ideas, interest, or tools to make this possible, 

do not hesitate to visit my poster. 
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Tuberous sclerosis complex (TSC) is a congenital disease that affects approximately 1 in 

6000 newborns (1). The disease is caused by mutations in the genes coding for the proteins 

tuberin (TSC1) or hamartin (TSC2). They form the TSC protein complex (2) which serves as an 

inhibitor of the serine/threonine kinase mechanistic target of rapamycin complex 1 

(mTORC1)(3). TSC patients experience a variety of symptoms including tumor formation, 

lung disease (4) and neurological manifestations (5). mTORC1 is a master regulator of 

metabolism that controls glucose and lipid metabolism. It stands to reason that a loss of TSC 

could dysregulate central metabolism, and in support epilepsy symptoms in TSC patients 

can be ameliorated by a ketogenic diet.  

In our study, we set out to investigate alterations in central metabolism in a TSC model 

system by simultaneous proteo-metabolomics. We conducted quantitative proteome 

analyses as well as targeted metabolomics analyses in TSC2 knockout and control cells, 

investigating a fundamental shift in energy metabolism induced by a loss of TSC2. We 

validated the findings in a TSC patient cohort.  
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Mass spectrometry (MS)-based proteomics is a go-to strategy for analyzing complex 

biological mixtures used extensively in biology, biomedicine, and clinical research. With the 

abundance of dedicated data analysis pipelines, continuously updated and developed, the 

community would benefit from a platform to compare their performance in an objective and 

unbiased manner.   

Here we propose ProteoBench, a comprehensive and open web platform for comparing MS-

based proteomics data analysis tools. It allows for easy and controlled comparison of 

proteomics tools developed or used by the participants to other state-of-the-art pipelines. 

ProteoBench originated as a community project by the European Bioinformatics Community 

for Mass Spectrometry (EuBIC-MS) and its design and development will be open to all 

interested researchers. It will provide a centralized resource, easy to use for non-coders. 

  

(continued on next page) 



 

 

This platform will allow the: 

1. end-users to select a well-performing workflow to meet their needs 

2. developers to discern the strengths and limitations of their workflow, thereby directing 

further development 

3. publishers and reviewers to easily position workflows in the context of existing state-of-

the-art workflows 

 

ProteoBench will be composed of several benchmarking modules dedicated to specific types 

of analysis tools (developed for identification, quantification, statistical analysis, for DDA or 

DIA data, etc…). Each module should provide a set of input file- and module-specific parame-

ters needed for reproducibility. Users shall be able to provide their analysis results in a spec-

ified format with the option of making this result publicly available. This input will be parsed 

by ProteoBench, and module-specific metrics for comparison will be calculated and visual-

ized. Currently, we have five modules in preparation, of which two are in active develop-

ment. A first benchmarking module is already available as a prototype that we intend to 

open for beta-testing at the Winter School. 

  

ProteoBench is open to all, for software tool comparison as well as for contributing 

(improving existing or developing new benchmark modules). The submitted data will contin-

uously grow and should remain up-to-date with the latest developments. It will create a 

frame of reference for evaluating the performance of new and/or custom tools when pub-

lishing results and should increase transparency and reproducibility between data analysis 

pipelines developed in the field. 
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Protein methylation, catalyzed by a number of methyltransferases (MTases), has been 

established to be a crucial post-translational modification (PTM) in the human proteome. In 

the past decade, a plethora of methylation sites have been annotated in human proteome, 

occurring mainly on K and R sites. Protein methylation has been shown to affect protein 

subcellular localization, protein-protein and protein-nucleic acids interactions, ultimately 

regulating various cellular and processes. Thus, it is not so surprising that MTase 

dysregulation, mainly due to mutation and/or aberrant expression, has been linked to 

protein dysfunction and disease, such as neurological disorders and cancer. Recently our 

group has collected a wealth of published and preliminary evidence suggestive of a 

particular role of protein-methylation in modulating metabolic enzymes, in particular the 

mitochondrial ones, such as glutathione, glutamine, leucine metabolism, as well as electron 

transport chain. 

  

This has raised the question of the presence, extent and dynamicity of protein-methylation 

in the mitochondrial compartment, an issue which has not yet been investigated 

systematically, at a single-site resolution.  

 

Mass spectrometry (MS) has emerged as the most powerful tool to analyze PTMs. Our 

group, in particular, has developed complete workflows to systematically identify and profile 

different PTMs on both histones and non-histone protein. Hence, we have set up a MS-

based proteomic approach to investigate and annotate genuine in vivo methylation sites 

which are enzymatically incorporated post-translationally on mitochondrial proteins. The 

setup of a methyl-proteomics workflow tailored for the analysis mitochondrial compartment 

required various optimization steps to overcome various technical challenges, such as: the 

capability to discern in vivo protein methylation from isobaric artefacts; the sub-

stoichiometric nature of this PTM; the lower representation of less abundant mitochondrial 

methyl-proteins versus highly abundant modified nuclear and cytosolic ones. The crucial 

steps of this implementation phase will be described, together with the presentation of 

preliminary data on the extent and features of mitochondrial methyl-proteomes of cervical 

and ovarian cancer cell lines. 
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Introduction: 

Cross-linking mass spectrometry (XLMS) has emerged as a prominent tool for identification 

of protein-protein interactions and for gaining insights into the structures of proteins. Over 

the last decade XLMS has seen continuous growth and the development of new cross-

linkers, enrichment strategies and data acquisition methods led to the establishment of 

numerous new software tools specifically for the analysis and interpretation of cross-linking 

data. We here present MS Annika 2.0, an updated and improved version of our cross-linking 

search engine MS Annika that additionally to MS2-only supports processing of data from 

MS2-MS3-based approaches and identification of peptides from MS3 spectra. 

 

Methods & Results: 

In the new MS2-MS3 search, MS Annika 2.0 first matches each MS3 spectrum to the 

corresponding doublet peak of the precursor MS2 spectrum to identify the crosslink 

modifications and monoisotopic masses of the cross-linked peptides. MS3 spectra are then 

adjusted accordingly for search with MS Amanda, our in-house developed peptide search 

engine which is used to identify the cross-linked peptides. Peptides that are identified in the 

MS2 spectrum and one or more corresponding MS3 spectra are re-scored with a novel 

scoring function to reflect the increased confidence. Finally, the detected cross-links are 

validated by estimating the false discovery rate (FDR) using a target-decoy approach. We 

evaluated the MS3-search-capabilities of MS Annika 2.0 on different datasets covering a 

variety of experimental approaches and compared it to XlinkX and MaXLinker, two other 

cross-linking search engines that support MS3 crosslink identification. We show that MS 

Annika detects up to 4 times more true crosslinks while also providing a more accurate FDR 

estimation than the other two search engines. 
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The complexity of human physiology arises from well-orchestrated interactions between 

trillions of single cells in the body. While single-cell RNA sequencing (scRNA-seq) has 

enhanced our understanding of cell diversity, gene expression alone does not fully 

characterize cell phenotypes. Additional molecular dimensions, such as proteins, are needed 

to define cellular states accurately. Mass spectrometry (MS)-based proteomics has emerged 

as a powerful tool for comprehensive protein analysis, including single-cell applications. 

However, challenges remain in terms of throughput and proteomic depth, in order to 

maximize the biological impact of single-cell proteomics by Mass Spectrometry (scp-MS) 

workflows. This study leverages a novel high-resolution, accurate mass (HRAM) instrument 

platform, consisting of both an Orbitrap and an innovative HRAM Asymmetric Track Lossless 

(Astral) analyzer. The Astral analyzer offers high sensitivity and resolution through lossless 

ion transfer and a unique flight track design. We evaluate the performance of the Thermo 

Scientific Orbitrap Astral MS using Data-Independent Acquisition (DIA) and assess proteome 

depth and quantitative precision for ultra-low input samples. Optimal DIA method 

parameters for single-cell proteomics are identified, and we demonstrate the ability of the 

instrument to study cell cycle dynamics in Human Embryonic Kidney (HEK293) cells, and 

cancer cell heterogeneity in a primary Acute Myeloid Leukemia (AML) culture model. 
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In contrast to conventional closed database searches, open modification searches enable 

the simultaneous exploration of hundreds of post-translational modifications, potentially 

increasing the identification rate of mass spectra. However, the inclusion of numerous 

modifications expands the search space, leading to prolonged run times and an increased 

possibility of false positive hits. To address this, we present initial developments in our novel 

open modification search engine. 

 

The first step in our approach involves spectral pre-processing, encompassing the removal 

of precursor peaks and simple deconvolution. Subsequently, peaks are selected from 100 

m/z windows based on the precursor mass. Using the selected peaks, sequence tags 

consisting of 3 and 4 residues are extracted from each spectrum. Peptides from the protein 

database are then organized according to the sequence tags they contain making it possible 

to extract only those peptides that contain a sequence tag found in the spectrum. This 

peptide candidate pool is then further filtered using a wide precursor mass tolerance and 

subsequently scored using the MS Amanda scoring function. In the current version, our 

open search engine can consider fixed modifications and up to two variable modifications 

per peptide.  

 

To evaluate the performance of our newly developed open modification search engine, we 

conducted an analysis on two datasets—phosphopeptides and peptides derived from HeLa 

cells. We compared the identification results with those obtained using MS Amanda. Initial 

findings indicate a substantial overlap in peptide-spectrum matches between the two search 

engines across both datasets at 1% estimated false discovery rate. However, there are 

instances where the two search engines identify different peptides and peptidoforms. We 

anticipate that the of overlap in identifications will increase as we fully implement the open 

search functionality. Our ongoing efforts involve continuous refinement and development of 

our open modification search engine to achieve rapid and accurate identification of 

modified peptides. 
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Proteins and their interactions with other biomolecules underlie the biochemical operations 

of almost all cellular events. To measure protein-ligand interactions in intact cells and extract 

their modulations, we use an assay named IMPRINTS (Integrated Modulation of Protein 

Interaction States)-CETSA (Cellular Thermal Shift Assay) which is based on ligand-induced 

thermal stabilization of target proteins. This experiment involves multiple biological 

replicates of samples that will be compared after heat challenge at an isothermal 

temperature using a tandem mass tag (TMT) multiplex set, and the arrangement of several 

TMT sets from numerous isotherms (typically six) along the melting range (typically 37-64°C).  

As the temperature increases, the protein abundance decreases overall, resulting in a higher 

proportion of protein missing values in higher temperature. Moreover, integrating multiple 

TMT batches in a single analysis usually results in an inflation rate of protein missing values. 

The same effect is observed when comparing different IMPRINTS-CETSA datasets which can 

be of high interest when comparing different drugs or cell lines.  

 

 

To overcome this challenge, we developed a deep learning architecture, ReCon-CETSA, to 

perform data imputation in IMPRINTS-CETSA datasets. Instead of training ReCon-CETSA on 

the distribution of each variable as we would do in more classical statistics method, we 

chose to see each protein abundances like a time-dependant sequence, where the first time 

point would be the lowest temperature. Our architecture uses an LSTM layer coupled with a 

convolutional layer, based on the idea of attention. It is then trained to predict the next 

value based on the two previous ones (forward) for each protein for a given treatment and 

replicate. This same idea is also applied to predict the previous value based on the two next 

ones (backward). ReCon-CETSA uses preferably the backward model when possible, as we 

saw experimentally that it performs slightly better than the forward model. We tested ReCon

-CETSA to predict missing values in four published IMPRINTS-CETSA datasets and showed 

that ReCon-CETSA always performs better than classical data imputation algorithm like 

QRILC, random forest or knn using the RMSE as the performance metric.  

 

This could help identify new protein targets that couldn’t be measured but also help 

compare a high number of different IMPRINTS-CETSA datasets to potentially extract new 

biological knowledge.  
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Histones can be modified by a diversity of dynamic post-translational modifications (PTMs) 

that collectively make up the "histone code". Histone PTMs (hPTMs) contribute to the 

modulation of chromatin structure through their distinct chemical properties and their 

capacity to attract chromatin-modifying enzymes and binding proteins, thereby influencing 

gene expression. Bulk analysis of histone PTMs has already significantly enriched our 

understanding of their pivotal role in health and disease. However, these bulk methods 

often require substantial starting material (few millions of cells), which limits their use in 

cases where sample size is small, e.g. in clinical settings. Additionally, traditional bulk 

analyses mask the variability inherent to cell populations, limiting the ability to uncover 

subtle differences that may drive disease progression. Single-cell analysis enables the 

identification of rare cell subpopulations, thereby offering insights into cellular 

heterogeneity, transitions, and responses to stimuli.  

 

Several methods have already been developed successfully analyzing histone PTMs from 

single cells, such as scChiPseq, scCUT&TAG and EpiTOF.  However, all of the 

abovementioned approaches rely on antibodies, which involve several challenges, such as i) 

cross-reactivity, ii) limited number of targets, iii) differences in antibody affinity resulting in 

quantitative challenges, iv) lack of multiplexing and v) limited detection of novel 

modifications. Contrarily, liquid chromatography coupled with tandem mass spectrometry 

(LC-MS/MS) allows direct and quantitative measurement of multiple histone modifications 

simultaneously, providing a comprehensive view of the epigenetic landscape.  

 

Here, we present a method that accurately quantifies hundreds of histone modifications 

simultaneously from single cells using label-free LC-MS/MS. We combined single cell sorting 

and automated sample preparation using cellenONE with data acquisition on the TimsTOF 

Ultra system. To show the technical robustness of the method, we measured increasing 

amounts of bovine histone standards equivalent to 1, 2, 4, and 8 cells. Subsequently, we 

successfully generated calibration curves for all histone peptides, achieving an average R2 

value of 0.95. Finally, we demonstrate the ability to differentiate between individual cells 

treated with sodium butyrate, a histone deacetylase (HDAC) inhibitor, and control cells by 

assessing the levels of acetylated histone peptides. 
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Peptide identification and quantification using Accurate Mass and Time (AMT) tags in liquid 

chromatography (LC) tandem mass spectrometry (MS/MS) data was proposed as an 

approach to partially or even completely obviate the need for subsequent MS/MS analysis. 

Recent developments in high-resolution mass spectrometers and deep learning offer higher 

accuracy of mass and retention time mapping, thus facilitating the further potential of AMT. 

Here we present a proof of concept experiment for joint peptide identification and 

quantification by expanding the AMT approach. We propose to de-convolute MS1 signals in 

a scan-by-scan manner. For each MS1 scan, we construct a set of peptides from either an in 

silico digestion or prior deep proteome measurements, described by their accurate mass 

and predicted retention time. The joint identification and quantification is formulated as a 

spare encoding problem with LASSO loss, or a multi-variate regression problem focusing on 

inference of positive coefficients and sparsity regularization. We demonstrated that on the 

same dataset, the correlation between the quantification results from our method (MS1 

only) and Maxquant reached a Pearson’s correlation of 0.948. In addition, our approach 

recovered and quantified 82.4% of the peptide sequences detected in the deep proteome 

measurement, while only 28.5% were identified by MaxQuant in the shallow measurement, 

highlighting the potential of MS1-based signal deconvolution. 
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MCQR is an R package designed to standardize the processing and analysis of large 

quantitative data sets obtained from bottom-up proteomics. It is applicable to a wide range 

of proteomics experiments, including label-free shotgun experiments, isotopic labeling 

experiments, fractionation-based experiments, and PTM enrichment experiments, and 

includes all the necessary functions to import, check, filter, normalize, impute, describe, and 

statistically analyze quantitative data based on either spectral counts or extracted ion 

currents. In addition to being one of the most comprehensive tools available, with unique 

functions that make the most of the information available in the input data, MCQR stands 

out from other similar R packages currently available because of its modular and flexible 

architecture, which allows the users to build the processing and analysis scenario best 

suited to their data. These strengths are further enhanced by its simplicity and ease of use: 

MCQR requires only basic knowledge of R and no programming skills, making it accessible to 

all users, especially proteomics biologists who want to analyze their own data and 

proteomics platform analysts who want to ensure the quality of their MS acquisitions. MCQR 

is actively maintained and freely available at http://pappso.inrae.fr/bioinfo/mcqr/. 
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Wheat is one of the most important cereals in the human diet. It is characterised by its 

outstanding baking quality, which is influenced by various factors, particularly the quality 

and quantity of the proteins in the grains. These are mainly storage proteins, which are 

collectively referred to as gluten. Gluten can be divided into gliadins and glutenins. Both the 

total amount of protein and the ratio of gliadins to glutenins are relevant for baking quality. 

Furthermore, individual gluten proteins (e.g. high molecular weight glutenins) can also have 

an impact. 

 

The initial aim of this work is to establish high-throughput bottom-up proteomics methods 

(targeted and untargeted) to analyse a large number of wheat flour samples. The proteomic 

data obtained and other results from baking trials can then be used to link individual gluten 

proteins to baking quality. The sample set to be analysed is the Bavarian Multiple Advanced 

Generation Intercross wheat population (BMWpop). It consists of 394 inbred lines covering 

72 % of the allelic diversity of the German wheat breeding gene pool. With its high variability 

in terms of baking quality, the BMWpop is well suited for identifying proteins that are 

associated with high loaf volume, for example. 

 

Firstly, the proteins were isolated from the wheat flours in a one-step extraction. After 

reduction and alkylation of the cysteine groups, the samples were enzymatically digested 

with trypsin. The work-up was completed by purification using solid phase extraction in 96-

well plates. The subsequent untargeted LC-MS/MS measurement was done in data 

dependant acquisition mode. Evaluations were performed using the Software MaxQuant, 

Perseus and the UniProtKB database.  

 

A total of 3,600 peptides corresponding to almost 1,000 different protein groups were 

identified in the BMWpop parental wheat lines. 129 groups were gluten protein groups, 

which were divided into 73 gliadin and 56 glutenin protein groups. The remaining protein 

groups mainly corresponded to enzymes. 250 of the identified protein groups could not be 

characterised. The parental lines were also distinguishable in terms of their amounts of 

gliadin and glutenin based on their relative protein composition. It was noticeable that two 

wheat varieties (cv Ambition and cv BAYP4535) separated themselves particularly clearly 

from the others. Based on these results, a targeted proteomics method for the absolute 

quantification of individual gluten protein groups is being developed. 
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Instruments capable of measuring the ion mobility of peptides are now part of the standard 

proteomics workflows. While ion mobility separation allows for the acquisition of much 

cleaner and more reproducible data, it is still rarely used for identification purposes.  This in 

part shows the need for a highly performant collisional cross-section (CCS) prediction 

models that enable improved rescoring of database search results. For example, it is 

currently common to perform rescoring with predicted retention times and fragment 

intensities. One notable predictor for retention is DeepLC, which allows for the prediction of 

retention times for modified peptides without explicit training. Interestingly, DeepLC's 

architecture and logic can also be repurposed to predict the mobility of modified peptides. 

While the separation mechanism between LC and ion mobility are nearly orthogonal, the 

atomic composition used to encode peptides in DeepLC can also be directly related to a 

peptide’s shape and size. This shape and size, in combination with charge, are the main 

properties that lead to separation in ion mobility. In this study, we show that DeepLC 

performs on par with other CCS prediction algorithms, and accurately predicts CCS values 

for modifications and amino acids not seen during training. 
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The post-processing and analysis of large-scale untargeted metabolomics data face 

significant challenges due to the intricate nature of correction, filtration, imputation, and 

normalization steps. Manual execution across various applications often leads to 

inefficiencies, human-induced errors, and inconsistencies within the workflow. Addressing 

these issues, we introduce JLspec, a novel web application designed to combine established 

methodologies, offering flexibility and ease of implementation. 

 

JLspec produced promising outcomes, proving its efficacy in consistently producing results 

across diverse instances. It simplifies the complexity of current metabolomics workflows. 

JLspec stands out in its ability to perform quality control normalization, providing diverse 

visualization methods for comprehensive data interpretation and comparison of data 

processing methods. Moreover, it provides an interface for conducting statistical tests, using 

the Limma package in R. This is complemented by integration with other applications such 

as PolySTest for robust statistical analysis and VSClust for clustering. 

 

The successful deployment of JLspec provides a leap forward in mitigating the manual 

intervention, enhancing reproducibility, and advancing the untargeted metabolomics data 

processing workflow. This user-friendly and comprehensive tool holds promise in 

contributing to the field by facilitating data analysis, thus fostering advancements in 

metabolomics research. 
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We introduce an exploratory approach aimed at detecting changes in post-translational 

modification abundance at the modification as well as the peptidoform level in E. coli by 

combining a robust quantitative method (MSqRobPTM) with a sensitive data acquisition 

method (DIA-PASEF). Traditional PTM analysis methods often struggle with capturing subtle 

variations in modification levels, especially in lower abundant proteoforms. In response, our 

initial investigation merges the statistical power of msqrobPTM with the comprehensive and 

unbiased sampling capabilities of DIA-PASEF mass spectrometry, comparing the results with 

a standard DDA open search analysis.  

 

This preliminary study offers a glimpse into potential advancements in understanding 

dynamic PTM regulatory mechanisms, showcased on a comprehensive dataset of E. coli 

cultures grown and sampled under twelve different conditions. 
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The coding portion of the human genome represents barely around 5% of the whole 

genome, with the non-coding regions of the genome being its vast majority. These non-

coding regions are usually referred as the “dark genome”. They contain both unannotated 

(around 50% of the whole genome) and annotated regions. Traditionally believed as not 

translated, increasing evidence point to the translation of certain non-coding genomic 

regions into proteins.  

 

Some of these novel translational events can occur as a result of epigenetic and splicing 

defects in tumors, generating novel chimeric proteins that can subsequently be presented in 

form of short, chimeric peptides, linked to Major Histocompatibility Complex type I (MHC-I) 

at the surface of tumoral cells. Peptides presented by the MHC-I are hence recognized by the 

immune system, triggering a response against the tumor cells displaying the chimeric 

peptide.  

At Mnemo, we investigate the non-canonical chimeric proteins and their MHC I-presented 

peptides, leveraging the annotated non-coding genome, to which we refer as the “grey 

genome”, for targeting cancer. 

 

The validation of antigens presented by MHC I through mass spectrometry is a pivotal step 

in selecting candidates for therapeutic purposes. This is challenging, given that the chimeric 

peptide sequences are not described in canonical proteomes, and surface presentation 

depends on the peptide's ability to bind MHC I. 

 

Therefore, at Mnemo we use a mass spectrometry-based proteogenomic approach for the 

detection of chimeric MHC-presented peptides. First, we construct, assemble and annotate 

RNA-seq based databases which are then utilized in mass spectrometry interrogations. We 

then apply our customized MS data analysis pipeline, PAC·MASS, on both in-house and 

public immunopeptidomic datasets. PAC·MASS allows the harmonization of multi-search 

engine outputs annotates the chimeric peptides within the corresponding proteins of origin 

and interprets the peptides in the context of their MHC-I presentation. Furthermore, 

PAC·MASS generate comprehensive reports, complete with graphical representations, 

enabling users to explore data quality and biological attributes. Despite the complexities 

associated with data formats, we advocate for collaborative efforts between industry and 

academia to advance tools such as PAC·MASS that prioritize reproducibility and 

compatibility. 
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Mass spectrometry-based proteomics has sparked a series of breakthroughs, enhancing our 

understanding of cellular processes, disease mechanisms, and drug target screening. 

Despite these strides, a significant challenge persists: identifying proteoforms carrying 

diverse Post Translational Modifications (PTMs). PTMs play critical functional roles, ranging 

from the regulation of protein activity and interactions to impacting protein stability and 

localization. The limited understanding of the myriad PTMs, their potential occurrence, and 

their influence on experimental properties, such as liquid chromatography (LC) behavior 

presents a significant hurdle. In recent years, peptide property prediction has emerged as a 

pivotal tool, significantly enhancing peptide identification performance. These 

advancements, however, are primarily focused on unmodified peptides or those with a 

limited diversity in modifications. We present a transformer-based Retention Time (RT) 

prediction model for peptides with any PTM. Our novel input representation converts the 

modified peptides into molecular graphs, resulting in a more information rich embedding 

and simultaneously allowing predictions for peptides containing any PTM, even those not 

seen during training. We show that we outperform a baseline model that ignores unseen 

PTMs and the current state-of-the-art, DeepLC, that encodes the PTMs by their atom counts. 
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In bottom-up  mass spectrometry (MS), proteins are digested into peptides and the peptide 

MS signals are then used to infer protein relative quantities across samples. Proteins that 

cannot be unambiguously distinguished based on the available set of peptides are reported 

as protein groups containing several protein accessions. However, typical follow-up analysis 

such as gene set enrichment and protein interaction networks are based on gene-level 

annotation. Thus, they can only be performed on single proteins or genes, rendering such 

analysis incompatible with protein group outputs. Currently, there is no best practice on 

how to handle this and its impact on functional analysis has not been studied yet.  

Here, we investigate the composition of protein groups identified in 14 published 

proteomics data sets, including deep proteomes, phosphoproteomics data, single-cell 

proteomics and pull downs from different species. According to our analysis, some of the 

factors that strongly impact the number and size of protein groups include sensitivity of the 

experiment and amount of input material as well as the set of sequences used for searching 

the MS data. We also show that gene set enrichment and network analysis can be affected 

to a different extent by the choice of which single protein is selected from each protein 

group, and that this selection should not be overlooked. To this end, we are developing a 

new Cytoscape app that will complement the widely used stringApp by creating STRING 

networks from protein groups input instead of single protein accessions. In the resulting 

networks, each protein group will be represented as a single node that will inherit all existing 

edges of the group members. In addition, all relevant node and edge attributes will be 

aggregated. This app will open new avenues for performing network analysis with protein 

groups from bottom-up MS studies. 
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Understanding metabolic pathways is critical in deciphering biological processes, yet 

navigating the vast information within the Kyoto Encyclopedia of Genes and Genomes 

(KEGG) database presents challenges. Indeed, transitioning from identified peptides to these 

metabolic pathways can be a daunting task. To address this, we here introduce 

PathwayPilot, a user-friendly web application streamlining the exploration and visualization 

of metabolic KEGG pathways from metaproteomics data. 

 

PathwayPilot seamlessly aligns identified peptides or proteins with Enzyme Commission 

numbers and taxon identifiers, providing users the flexibility for peptide-centric or protein-

centric analyses. Through intuitive visualizations, this tool highlights identified proteins 

across pathways, offering clear insights into metaproteomics data. Additionally, researchers 

can precisely target organisms of interest, facilitating intra- and inter-sample comparisons. 
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Cell division is one of the most fundamental processes of life. Errors during cell division can 

result in the loss or gain of genomic information and promote diseases, such as cancer. The 

anaphase-promoting complex/cyclosome (APC/C), together with its coactivator Cdc20, 

coordinates progression through mitosis, which is tightly regulated via temporally controlled 

polyubiquitination. During mitosis, APC/CCdc20 is phosphorylated at over a hundred 

residues distributed over at least 10 subunits, most of which are highly conserved, 

suggesting they are functionally relevant. Despite the large number of phospho-sites, recent 

studies suggest that only a handful of these sites are necessary and sufficient for conferring 

APC/CCdc20 activity. We hypothesize that additional phosphorylations play a role in the 

temporal regulation of APC/CCdc20 activity and are responsible for the observed time delay 

between mitotic entry and APC/C activation. However, to explore how phosphorylation 

precisely contributes to the dynamics of APC/C activity, we lack the fundamental knowledge 

on which phosphorylation site becomes phosphorylated exactly when and with what 

kinetics. To address this question, we will isolate the APC/CCdc20 at different time points 

from homogenously cycling extracts and analyze the phosphorylation state of the APC/

CCdc20 using advanced quantitative mass spectrometry. Furthermore, we will determine the 

overall extent of phosphorylation of full-length APC/C subunits using native MS. By linking 

this data to structural and functional information, we will develop a precise kinetic model of 

APC/C phosphorylation at single amino acid resolution. Leveraging my extensive expertise 

gained during my doctoral studies in mass spectrometry-based omics and the successful 

development of the innovative method for quantitative proteomics in bottom-up and top-

down, the "Simple Light Isotope Metabolic Labeling" (SLIM-Labeling). Employing state-of-the-

art biochemical and quantitative mass spectrometry techniques, complemented by 

advanced home-developed bioinformatics tools, this postdoctoral project aims to dissect the 

intricate phosphorylation dynamics governing APC/CCdc20. The project will not only provide 

a comprehensive model of the phospho-regulation of a critical cell cycle regulator but more 

generally provide fundamental insights into how multisite phosphorylation contributes to 

the temporal regulation of enzyme function. 
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Identification and quantification of large amounts of proteins from a sample has major 

clinical importance and mass spectrometry (MS) provides a means to perform this in a 

sensitive way. The majority of proteomic analyses conducted by MS is data dependent 

acquisition (DDA). Recently, however, data independent acquisition (DIA) became 

increasingly popular to try and overcome certain problems in DDA by not selecting specific 

ions, but instead acquiring all fragments simultaneously in a continuous manner, at the 

price of leading to complex, chimeric data. Hidden in this complex data cluster lies a great 

amount of information on the proteome of the specific sample. One of the components of 

correct protein identification and noise reduction is the alignment of data of different mass 

spectrometry runs. We therefore set up a collaboration with MMOS and NetEase to 

implement DIA data alignment in the highly popular mobile game EVE Echoes. For this 

project, data is used in four dimensions: precursor retention time, precursor drift time, 

fragment mass over charge and fragment intensity. Players of EVE Echoes will align data of 

two runs of the same sample based on the first three dimensions. We will acquire the exact 

matches, as well the translation vectors the players made to create these matches. Later, a 

scoring function based on all dimensions will be used as a means to compare the gamers’ 

alignment to already existing and our newly developed alignment algorithm. Eventually, a 

machine learning algorithm will be trained on this acquired data to achieve better alignment 

and filter out noise from these complex datasets. 
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Introduction: Diffuse large B-cell lymphoma (DLBCL) is the most common type of non-

Hodgkin lymphoma encountered clinically. Extensive genomics studies have enabled the 

stratification of DLBCL subtypes which exhibit significantly different clinical outcomes and 

responses to the most common treatment regimes. However, the functional consequences 

of these heterogeneous genetic aberrations on protein dynamics remain largely unknown. 

We applied multilayer proteomics and integrative multi-omics on DLBCL cell lines to 

investigate the underlying mechanisms of the disease. 

 

Methods: 20 DLBCL cell lines were quantitatively profiled using our streamlined TMT-based 

pipeline, allowing for multiplexed proteomics, phospho- and glycoproteomics being 

analyzed from one consecutive sample preparation workflow. Data was analyzed on single 

layer level (e.g. differential expression and functional enrichment) and afterwards combined 

in an integrative approach using other layers of omics data (e.g. RNAseq and drug sensitivity) 

to identify interlayer-correlations.    

 

Results: Our data clustered the cell lines into 4 subgroups showing distinct proteomic 

patterns of 772 proteins total. Two clusters showed significantly regulated proteins in B-cell 

receptor and NF-kappaB signalling pathways, respectively, in agreement with the well-

established DLBCL genetic subtypes. Quantification of 18278 phospho-sites revealed distinct 

molecular regulations in the cell line clusters and allowed for activity-based prediction of 

upstream kinases and phosphatases, further stratifying the clusters. Quantification of 7800 

glycoforms showed a distinct pattern compared to proteomics-based clustering, establishing 

three glycosylation-specific clusters exhibiting unique characteristics. The integrative multi-

omics approach allowed us to identify additional pathways of interest in the respective 

clusters and provides further validation for our findings.  

 

Conclusion: We established characteristic clusters of DLBCL cell lines with distinct biological 

and functional features. Integrated multi-omics analysis provides a valuable insight into the 

underlying mechanisms of different DLBCL subtypes and identifies potential targets for 

functional analysis guiding towards new treatment approaches, e.g. interfering with critical 

upstream enzymes of the respective subtypes. Soon, more DLBCL cell lines will be 

characterised using other mass spectrometry approaches and more in-depth integration is 

to be established.  
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Esophageal squamous cell carcinoma (eSCC) accounts for 90% of esophageal cancer (EC) 

cases worldwide and has an overall survival below 20%. Although the standard of care – a 

combination of platinum salts and taxanes – has not changed over the last ten years, 

patients following this regimen often relapse and develop resistance. Among the 

heterogeneous landscape of oncogenic alterations, the cell cycle has appeared frequently 

deregulated, especially at the level of the cyclin D-CDK4/6-pRB axis, making this pathway a 

promising target for therapy. CDK4/6 inhibitors are already being used in first-line treatment 

for advanced ER+/HER2- breast cancer, but some clinical trials testing CDK4/6i as 

monotherapy against advanced EC (including eSCC) reported only a limited clinical activity. It 

should be noted all enrolled patients with eSCC tumors had been previously treated with 

genotoxic drugs such as platinum salts before CDK4/6i treatment. We wonder how 

resistance to genotoxic treatment (e.g. cisplatin) may modulate the tumors’ molecular 

landscape and, ultimately, the response to CDK4/6i. In this context, characterization of the 

phosphoproteome can provide key information to comprehend the changes that allow eSCC 

cisplatin-resistant tumors to adapt to treatment and survive. To this end, we are 

implementing a dual phosphoenrichment method. This method includes a first enrichment 

step with classical TiO2 and Fe-IMAC beads, for which parameters such as buffer 

composition, type of column, and peptide-to-beads ratio have been optimized to maximize 

recovery. Additionally, due to prevalence of alterations identified among tyrosine kinase 

receptors in eSCC, a second phosphoenrichment step which combines a 4G10 antibody and 

a SH2-modified superbinder coupled to NHS beads will allow to efficiently recover the pTyr-

peptides that the classical beads fail to do. We have successfully established the protocols 

for protein production, purification and NHS-beads coupling, showing the capacity of the 

new beads to bind pTyr peptides, and we are currently optimizing the phosphoenrichment 

protocol. Once optimized, we will acquire the phosphoproteome of four cisplatin-resistant 

eSCC cell lines to determine the altered molecular pathways via gene ontology enrichment, 

and to identify changes in kinase activity via kinase set enrichment analysis (KSEA). These 

analyses will potentially reveal strategies to rescue the sensitivity to CDK4/6i. 
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Despite extensive research, glioblastoma (GBM) remains one of the most challenging 

primary brain tumours, characterised by its heterogeneity, aggressive nature, high 

recurrence rate, and the absence of effective treatment strategies, contributing to its high 

mortality rate. My research focuses on identifying proteomic markers associated with the 

heterogeneity and metabolic behaviour of the disease, particularly in response to metabolic 

therapies. We have access to both control mouse brains and brain samples from GBM 

mouse models. To maximise the protein extraction efficiency from mouse brain tissue, I 

employed iTRAQ-tagging (Isobaric Tags for Relative and Absolute Quantification) using 

Acquity M-Class ultra-performance liquid chromatography (Waters) coupled with a ZenoTOF 

7600 mass spectrometer (Sciex). 

 

Laser resection was performed on fresh-frozen mouse brain slices (8 μm thick) to create 

regions of various sizes (1,000,000 μm², 250,000 μm², 10,000 μm², and 100 μm²). Each region 

was extracted using one of three lysis methods: 1) 6M Urea, 100 mM triethylammonium 

bicarbonate (TEAB); 2) 1% sodium deoxycholate, 100 mM TEAB, 10% isopropanol, and 50 

mM sodium chloride; and 3) PBS, which included freezing at -80°C for 5 min and heating at 

90°C for 10 min (Minimal ProteOmic sample Preparation). Subsequently, these regions were 

subjected to iTRAQ labelling to determine the smallest sample size suitable for proteomic 

analysis. The peptides were separated on a Kinetex 2.6 µm XB-C18 100 LC Column 

(Phenomenex), with mobile phase A (0.1% formic acid in water) and mobile phase B (0.1% 

formic acid in acetonitrile) as solvents. 

 

Liquid Chromatography-Mass Spectrometry (LC-MS) parameters were carefully chosen to 

improve the chromatographic resolution and mass spectrometric sensitivity for proteomic 

profiling. The gradients ranged from a 20-min gradient at 30°C with a 0.01 sec MS/MS 

accumulation time to a 40-min gradient at 50°C with a 0.02 sec MS/MS accumulation time. 

Further changes included MS/MS accumulation times of 0.2 and 0.03 secs, as well as setting 

Q1 resolution to HIGH. Mascot and Fragpipe, combined with statistical analysis in R, enabled 

the exploration of iTRAQ proteomics, revealing the optimal lysis buffer and aiding the 

identification of the most effective MS/MS method. These findings form the basis for further 

research during the PhD, facilitating the identification of molecular signalling pathways 

associated with GBM.  
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Amyloid-like fibrils have been recently discovered as characteristic of metastatic melanoma, 

both in vitro and in patient samples. Although amyloids are typically harmful, physiological 

fibrils of melanocyte-specific protein (PMEL) in melanocytes serve as a scaffold for melanin 

deposition. Some proteases, including the beta-secretase BACE2, generate the 

amyloidogenic peptides, and in normal conditions this process is finely regulated. Elevated 

expression and activity of BACE2, correlating with a poorer prognosis, have been reported in 

numerous tumors, including melanoma. Our group demonstrated that BACE2-dependent 

PMEL fibrils in metastatic melanoma promote cancer cell growth and invasion through 

mechanotransduction activation. Preliminary results had also detected increased secretion 

of ECM components in high BACE2 cells. To explore the structural rearrangements occurring 

in the secretome of high-BACE2 metastatic melanoma cells, we employed Limited 

Proteolysis coupled to Mass Spectrometry (LiP-MS). The R package protti was exploited to 

normalize the peptide abundance level on the protein one, and to identify and visualize 

conformotypic peptides, assessing their proximity to critical functional sites. Moreover, to 

reveal BACE2-dependent cleavage targets, and clarify whether their processing might 

influence the metastatic phenotype, we applied the N-Tails degradomics approach. Our N-

Tails experiments unveiled numerous N-Termini regulated by BACE2 activity, many of which 

are found in proteins involved in cell adhesion. N-Tails data were elaborated with a Perl tool 

named MaxQuant Advanced N-termini Interpreter (MANTI), that permits to perform limma-

based statistical test, further integrating important annotation from external sources, such 

as TopFinder and Uniprot. Interestingly, LiP-MS analysis demonstrated structural 

rearrangements in some BACE2-dependent cleaved proteins. Among those, amyloidogenic 

PMEL peptides resulted conformationally perturbed in metastatic melanoma models. Other 

known amyloidogenic proteins were also detected by LiP-MS. This suggests a potential role 

of PMEL as seed, influencing the stability of other proteins and their fibrillation. Further 

studies are required to elucidate whether processing of BACE2 targets may sustain a pro-

metastatic phenotype and to clarify whether fibrils contribute to the creation of a solid fibril 

network, which could impede drug diffusion or create a hypoxic and stressful 

microenvironment. 
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#Introduction 

X!TandemPipeline (Langella et al. 2017) is a proteomics free and open source Java software 

program designed to filter and group peptide/protein identifications from MS/MS mass 

spectra that is used with the MassChroQ quantitative proteomics software (Valot et al. 2011). 

After a complete rewrite in C++17, the new software, named i2MassChroQ, features native 

support for the timsTOF raw data format, peptide/protein quantification by merging the 

features initially in X!TandemPipeline and MassChroQ, and ultimately statistical analysis 

using either the MSstats or MCQR GNU R package. 

 

#Methods 

i2MassChroQ is written in portable C++17 and makes use of the Qt libraries for the graphical 

user interface. Binary packages are available for Linux and MS Windows. The timsTOF native 

raw data reader was developed in-house with the technical specifications provided by 

Bruker. The sofware was tightly optimized to ensure very fast access to the binary data. The 

current version provides real time MS/MS peptide annotation and performs extremely fast 

ion current extractions and XIC chromatogram visualizations. 

 

#Results 

The Bruker timsTOF line of instruments improves the identification of peptides and proteins 

in complex mixtures by implementing a peculiar ion mobility  technology. i2MassChroQ has 

the distinct feature, with respect to the MaxQuant  and MSFragger competitors, of natively 

parsing the timsTOF raw data with original software code that puts us in total control of the 

data processing, leveraging speed and accuracy. 

 

Our software identifies roughly the same amount of peptides as when using the X!Tandem 

engine on data provided by the Bruker Data analysis software but performs much faster, 

reducing processing time from 55 to 12 minutes on a typical HeLa sample quality control LC-

MS/MS run. For peptide quantifications, i2MassChroQ uses the ion mobility-enabled version 

of MassChroQ. Peptide quantification is 20% faster than IonQuant on the same computer. 

 

Using benchmark datasets (PXDO1OO12 and PXD014777), we demonstrate that 

i2MassChroQ identifies and quantifies significantly more proteins, in particular with a better 

capability to quantify peptides and proteins of lesser abundance, while maintaining 

extremely low missing data percentages at the feature level (3% in each condition), 

compared to 56% in some conditions for MS-Fragger. 

  

This leads to better protein quantification values by drastically reducing the requirement of 

missing value imputations. 
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MS-based shotgun proteomics is used in a wide array of biological and clinical studies. A 

major aspect and challenge is data analysis, from identifying and quantifying peptides and 

proteins to differential analysis and result visualization. While there are freely available tools 

for many individual applications, they do not always interoperate well. Additionally, only few 

of them live up to open-science standards, such as providing open-source code, extensive 

testing and documentation. This makes it challenging to leverage latest developments in 

machine and deep learning or implementing novel ideas across the pipeline. Our universe of 

AlphaX tools aims to alleviate this by providing all processing steps, entirely in the form of 

well-documented python code available on GitHub. To achieve high processing speeds 

despite using Python, we use numba just-in-time compilation. To facilitate interoperability, 

all tools share utilities, like fast accession of raw files from all vendors, in the form of 

AlphaBase and generally use efficient and widely used file formats like hdf5 and csv. The two 

search engines AlphaPept and AlphaDIA enable a variety of fast raw data processing 

workflows, including multiplexed DIA. AlphaPeptDeep can be used for deep learning 

powered prediction of peptide and fragment properties, enabling among others HLA 

peptidomics. DirectLFQ and AlphaQuant tackle scalable and accurate peptide and protein 

quantification, followed by AlphaPeptStats for differential protein analysis and result 

visualization. The dedicated visualization tools AlphaViz and AlphaMap enable exploration of 

raw data and identified peptides, for instance in the context of the protein structures 

predicted by AlphaFold. By making our well-documented and tested code-base open-source 

with a permissive license, we support open-science concepts and enable community 

contributions. 
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The National Health Data Science Sandbox, hosted on UCloud and Computerome’s high-

performance cloud services, offers a national infrastructure for health data science 

education, featuring non-sensitive health data and advanced tools within a supercomputing 

environment. While the Sandbox encompasses various areas, our emphasis here is on the 

clinical proteomics training module, which is part of a broader curriculum that also covers 

genomics and transcriptomics. Proteomics is the large-scale study of proteins, particularly 

their structures and functions, within a given organism or biological context. 

 

The clinical proteomics module is equipped with cutting-edge software tools essential for a 

comprehensive proteomics pipeline. This includes FragPipe, MaxQuant, PDV, SearchGUI, 

PeptideShaker, MZmine 3, and DIA-NN. Available on UCloud as the ‘Proteomics Sandbox’, 

these tools facilitate both independent and guided learning in clinical proteomics analysis. 

Another key innovation is the integration of ColabFold with AlphaFold2 on the UCloud 

platform, making advanced protein structure prediction accessible to Danish researchers 

and students. This incorporation empowers in-depth learning of advanced computational 

methodologies requiring significant extensive storage and computational resources.  

 

These tools collectively form the core of training in proteomics-based research and 

innovation in the National Health Data Science Sandbox. The deployment of the ‘Proteomics 

Sandbox’ and ‘ColabFold’ within UCloud’s supercomputing environment offers high-

performance computing capabilities, combined with a user-friendly graphical user interface. 

These resources provide open-source software tools for clinical proteomics data analysis 

and protein structure prediction, leveraging supercomputing power. Additionally, these 

training modules have been effectively incorporated into applied bioinformatics curricula for 

both master’s and PhD students. 

 

The modules are continuously evolving to incorporate the latest tools and techniques in 

clinical proteomics with feedback from students and researchers. Hence, we are open to and 

actively seeking feedback and collaboration proposals to further enrich and expand the 

scope of clinical proteomics offerings within these modules in the Sandbox. 

 



 

 

P33 

MOLECULAR CHARACTERIZATION OF COLLAGEN-BASED ANIMAL 
GLUES BY PROTEOMICS AND SPECTROSCOPIC ANALYSES 
Georgia Ntasi [1], Brunella Cipolletta [1], Carmen Aprea [1], Laura Dello Ioio [2], Celia Duce [3], Emanuele 

Crisci [3], Emilia Bramanti [4], Alessandro Vergara [1,5], Ilaria Bonaduce [3], Leila Birolo [1,5] 

Presenting author: Brunella Cipolletta 

[1] Department of Chemical Sciences, University of Naples Federico II, 80126 Naples, Italy 

[2] Dello Ioio Restauri, Vico Equense, 80069 Naples, Italy 

[3] Department of Chemistry and Industrial Chemistry, University of Pisa, 56126 Pisa, Italy  

[4] Institute of Chemistry of Organo Metallic Compounds, CNR, 56124, Pisa, Italy 

[5] Task Force “Metodologie Analitiche per la Salvaguardia dei Beni Culturali”, University of Naples Federico II, 

80126 –Naples, Italy 

 

Animal glues prepared from connective tissues are widely used in restoration as adhesives, 

binders and consolidants. Collagen in its natural state is a triple helix protein characterized 

by a Gly−X−Y repetitive sequence and a unique high content of Pro and HyPro that make 

collagen easily recognizable in the protein universe. Upon treatment with acids or alkalis in 

hot water, the insoluble collagen becomes a soluble gelatin to be used as animal glue. The 

performance of the glue strongly depends on the original source of collagen but is also 

influenced by the extraction and preparation procedures. Molecular characterization of 

animal glues is crucial to help restorers in selecting the most appropriate materials to be 

used in conservation treatments. A multi-analytical approach based on proteomics and 

spectroscopic analyses is used in this work to characterize animal glues from different 

sources provided by restoration workshops. First, a shotgun proteomics approach was used 

for protein identification, allowing to establish the glue source and distinguish between hide 

and bone glues. Then, proteomics and analytical pyrolysis coupled to GC-MS were used to 

analyse chemical modifications in collagen. In particular, backbone cleavage of the 

polypeptide chain and deamidation of Asn and Gln were evaluated as expected chemical 

modifications in proteins from animal glues. Backbone cleavage was evaluated as 

semitryptic peptides generated upon trypsin hydrolysis, with a trypsin cleavage site only at 

one end. Pyrolysis coupled with GC-MS was also carried out to evaluate the most 

characteristic pyrolysis products of proteins: DKPs. High yield of DKPs can be ascribed to a 

high degree of protein hydrolysis. Data obtained reveal that generally bone glues are more 

fragmented than hide ones. Lastly, deamidation was evaluated from raw LC-MS/MS data by 

MaxQuant software with an in-house script based on PSMs intensities for semiquantitative 

evaluation. Data collected show that on average bone glues are less deamidated than hide 

ones, while mixed glues are overall less deamidated than pure ones. How these molecular 

details are reflected in the 3D structures and in the rheological properties of animal glues is 

now under investigation by a combination of TGA, DSC and spectroscopic analyses.  
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Mass spectrometry-based proteomics is becoming a more indispensable tool as time 

passes, capable of identifying and detecting (un)modified peptides. This makes mass 

spectrometry a key element in shifting the current curative medicine towards personalised 

medicine. The mass-to-charge ratio is pivotal to identifying these peptides, especially when 

peptides are ionised by tools like electrospray ionisation, which produces multiply charged 

ions. During this research, we developed a neural network called CPred, which can 

accurately predict the charge state distribution from +1 to +7 for modified and unmodified 

peptides. The model was unrestricted about the protease and fragmentation methods. 

CPred was trained on the large-scale synthetic ProteomeTools project and further evaluated 

on independent test datasets. Results were evaluated through the Pearson correlation 

coefficient and showed high correlations up to 0.9998978 between the predicted and 

acquired charge state distributions.  The effect of specifying modifications in the neural 

network and feature importance was further investigated, revealing the value of 

modifications and vital elements in holding on to protons. CPreds’ accurate predictions of 

the charge state distribution can play a pivotal role in boosting confidence in peptide 

identifications during rescoring as a novel feature.  
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Chemical cross-linking (XL) mass spectrometry (MS) is highly effective for studying protein 

structures and interactions. Despite its effectiveness, identifying cross-linked peptides 

remains a complex task. Previous studies suggest that incorporating fragment intensity data 

into the matching process can improve cross-linked peptide identification. Hence, we aim to 

extend Prosit's capabilities to predict fragment ion intensities for cleavable cross-linked 

peptides. For this purpose, training and test data were obtained from PRIDE and processed 

using Plink2 and XlinkX. In total, 130k MS2 and 37k MS3 spectra for cleavable cross-linked 

peptides were collected.  However, one major challenges is the limited availability of training 

data. To address this, we systematically assessed methods to fine-tune the pre-trained 

Prosit model. To determine the optimal deep learning model for predicting MS2 spectra of 

cleavable cross-linked peptides, we explored ~20 architectures. To increase the prediction 

accuracy, we used augmentation by swapping the position of two cross-linked peptides in 

the context of a model that focuses on the prediction of the intensity pattern of one. The 

refined XL-Prosit model achieves high accuracy on the test data for MS3 (median spectral 

angle of 0.84 and Pearson’s correlation of ~ 0.95) and MS2 (median spectral angle of ~ 0.82 

and Pearson’s correlation > 0.9). Next, we aim to integrate XL-Prosit into Oktoberfest, a data-

driven rescoring pipeline, via Koina, a publicly available proteomics inference service, to 

enhance the sensitivity and specificity of identifying cross-linked peptides. 
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The adaptive immune system can eradicate cancerous cells by recognising peptides bound 

to HLA-molecules present on the cell surfaces. In immunopeptidomics, these peptides—

commonly termed immunopeptides—are isolated and characterized using mass 

spectrometry. To minimize false positives and improve spectrum annotation rates, peptide-

spectrum match (PSM) rescoring can be used. This involves post-processing results from an 

unfiltered database search, during which multiple PSM features are used to distinguish 

between correct and incorrect PSMs. Recently, there has been significant interest in using 

additional features for PSM rescoring, including spectral features based on the similarity 

between experimental and predicted fragment ion intensities. 

Because low abundant immunopeptides often occur, highly sensitive timsTOF instruments 

are increasingly gaining popularity. To improve PSM rescoring for immunopeptides 

measured using timsTOF instruments, we fine-tuned Prosit, a deep neural network that can 

predict the fragment ion intensities for a given peptide sequence. To fine-tune Prosit, a 

dataset was generated by analyzing over 300,000 synthesized non-tryptic peptides on a 

timsTOF-Pro. 

 

After fine-tuning the Prosit model we were able to improve the prediction accuracy of tryptic 

and non-tryptic peptides measured on a timsTOF. By applying this new 2023 Prosit timsTOF  

model during PSM rescoring, we achieved an up to 3-fold increase in the identification rate 

of immunopeptides compared to standard database searching. Furthermore, our approach 

increased the detection of immunopeptides even from low input samples. Importantly, the 

immunopeptides identified after PSM rescoring are likely to bind HLA-molecules, as 

supported by motif analysis and binding affinity assessment, providing an orthogonal 

validation of their veracity and demonstrating the powerful benefits of PSM rescoring using 

highly accurately predicted fragment ion intensities. 

 

To conclude, by applying our new fragment ion intensity prediction model for PSM rescoring, 

we can drastically increase the detection of immunopeptides, which hold the potential to 

serve as valuable targets for immunotherapy. The 2023 Prosit timsTOF fragment ion 

prediction model is freely available for community use through Koina. 
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In bottom-up proteomics, proteins are enzymatically digested to peptides (smaller amino 

acid chains) before measurement with mass spectrometry (MS), often using the enzyme 

trypsin. Because of this, peptides are identified and quantified directly from the MS 

measurements. Quantification of proteins from this peptide-level data remains a challenge, 

especially due to the occurrence of shared peptides, which could originate from multiple 

different protein sequences.  

 

The relationship between proteins and their corresponding peptides can be represented by 

bipartite graphs. In this data structure, there are two types of nodes (peptides and proteins). 

Each edge connects a peptide node with a protein node, if and only if the peptide could 

originate from a tryptic digestion of the protein. The aim of this study (Schork et al, 2022, 

PLOS ONE) is to characterize and structure the different types of graphs that occur and to 

compare them between different data sets. Furthermore, we want to show how this 

knowledge can aid relative protein quantification. Our focus is especially on gaining 

quantitative information about proteins with only shared peptides, as they are neglected by 

many current algorithms. 

 

We constructed bipartite peptide-protein graphs using quantified peptides from four gold 

standard data sets and characterized them, especially regarding the protein nodes without 

unique peptides. Based on these findings, we developed and applied a novel method that 

calculates protein ratios from peptide ratios by making use of the bipartite graph structures. 

For each peptide node, an equation is formed based on the bipartite graph structures and 

the measured peptide ratios. Protein ratios are estimated by using an optimization method 

to find solutions with a minimal error term. Special focus lies on the proteins with only 

shared peptides, which often lead to a range of optimal solutions instead of a point 

estimate. 

 

Depending on the data set between 7.1 % and 72.8 % of protein nodes do not have any 

unique peptide. With the new protein quantification method, we can obtain quantitative 

information also for these protein nodes that are in line with the expected ratios in the gold 

standard data sets. Further improvement may include the handling of missing values and 

outliers. 
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Haplotypes are sets of alleles inherited together from a parent that are found in different 

populations with different frequencies. Using a single reference genome in analyses thus 

results in a bias against underrepresented populations (reference bias). Alleles co-occurring 

in the protein-coding regions of the same gene produce a unique protein sequence - protein 

haplotype. These haplotypes are present in biological samples, and detectable by mass 

spectrometry, but are not accounted for in proteomic searches. Consequently, the impact of 

haplotypic variation on the results of proteomic searches and the degree of reference bias in 

proteomics remain unknown. To address this gap, we introduce ProHap, a python-based 

tool that constructs protein sequence databases from phased genotypes of reference 

panels. ProHap empowers researchers to account for both common and rare genetic 

variation on protein sequences, enabling them to account for population diversity, and 

providing the opportunity to make visible the influence of haplotypes on protein abundance 

and regulation. 
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Phospho-proteomic analysis seeks to identify, localize and quantify phospho-peptides 

purified from complex protein samples. Despite advances in analytical techniques, 

determining the exact localization of phosphorylation site(s) for a given phospho-peptide 

remains challenging due to the ambiguity in experimental fragmentation patterns within 

MS/MS spectra. While efforts have been made to create accurate localization algorithms, the 

existing implementations are still generating identification and localization errors. Evaluating 

these algorithms is crucial to assess their relative sensitivity and specificity. Numerous 

studies were published to that aim, but they solely focused on localization accuracy at 

identification level. However, the precise evaluation of the relationship between localization 

and label-free quantification accuracies remains still unclear to our knowledge. 

In this regard, we performed several experiments designed for a quantitative evaluation 

across various acquisition methods and bioinformatic tools. We performed three different 

experiments by using either phosphorylated standards, based on a library of 180 synthetic 

phospho-peptides with known localizations, or on phospho-peptides enriched from mouse T

-cells, spiked at various concentrations into an E. coli background. Those samples were 

analyzed using different MS instruments (Thermo Exploris and Bruker timsTOF) and various 

acquisition methods (Data Dependent Acquisition (DDA), Data Independent Acquisition 

(DIA)), with/out ion mobility separation. Several bioinformatic tools (Proline, MaxQuant, 

Proteome Discoverer (PD), DIA-NN, Spectronaut) were utilized for the post-processing 

analysis. According to the preliminary results, PD was found to have the highest sensitivity in 

the DDA datasets, although it also  introduces a higher number of quantitative false 

positives. Moreover, when comparing DDA to DIA, Spectronaut exhibited the best sensitivity/

specificity ratio. Overall, the obtained results provide evidence that label-free quantification 

errors are more important for phospho-peptides present in the sample as different isomers, 

both for DDA and DIA experiments. Finally, the created scripts, automating the whole 

comparison of the spiked-in dataset, will be implemented inside WOMBAT-P. This should 

ease further evaluations of the provided data by the proteomics community. 
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Proteomics is a highly dynamic field requiring continuous development of new technological 

approaches and methods for analysis and processing data. Hence, there is a major need for 

a high-performance infrastructure to manage scientific data. 

 

The Proteome Pole of Montpellier (PPM), founded in 2007, is a four-site proteomics facility 

gathering technologies and complementary expertise in various fields of proteomics and 

mass spectrometry. Our aim is to offer our users solutions in proteomics that meet the 

highest international standards. To achieve this, the platform is strongly involved in 

methodological developments and the implementation of new technologies and equipment. 

For almost 15 years, PPM has been implementing a data management strategy which is 

constantly evolving to enhance the Findability, Accessibility, Interoperability and Reusability 

(FAIR) of the scientific data. All stages of the proteomics data lifecycle are managed 

according to this strategy, which takes into account the extent and evolution of the 

proteomics landscape (currently on the FPP site): 

• Collect data from various suppliers of mass spectrometry instruments and deal with 

each of their  proprietary formats and tools  (Thermo Fisher Scientific, Waters, etc.). 

• Process data using a variety of analysis softwares that fit a particular purpose, which 

emerge, continue to evolve or decline according to the strengths of the developer and 

user communities  (MaxQuant, Perseus, Cytoscape, Skyline, DIA-NN, DAPAR-ProStar, 

etc.). Further “in-house” developments are often necessary to improve the analysis, as 

we did with a particular MaxQuant output file to highlight automatically a 

representative “leading” protein among groups of protein. 

• Preserve and store increasingly voluminous proteomics data (the amount of data 

generated has doubled over the last 5 years with 11 Tb in 2022) by evolving the data 

management strategy. 

• Publish and share data, guiding our users through the process of submitting their data 

to international proteomics data repositories (ProteomeXchange, HUPO PSI standards, 

etc.). 

 

We present how we apply the FAIR principles throughout the data lifecycle and highlight 

some of the features we have developed to improve the proteomics data analysis workflow. 

The aim is that our expertise may inspire those wishing to improve the management of their 

data and generate discussions on different ways to achieve that goal. 
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Open science in life sciences, exemplified by the Protein Data Bank and AlphaFold, has 

fostered global collaboration and advanced understanding. In proteomics, the 

ProteomeXchange consortium, established in 2011, has standardized data sharing and 

enforced FAIR principles, enabling the reuse and integration of diverse experimental data. 

However, the lack of sufficient metadata annotation remains a major barrier to fully 

leveraging public proteomics data, especially in a biological context.  

 

Introduced in 2021, the Sample and Data Relationship Format (SDRF) for Proteomics maps 

data files to sample characteristics using standardized terms. Despite its potential, its 

complexity and the absence of streamlined annotation methods have led to limited use, 

with a mere 3.9% of datasets in PRIDE containing SDRF annotation since mid-2022. To 

address this issue, we developed lesSDRF, a user-friendly, web-accessible application that 

facilitates the SDRF annotation process. The app is structured into five intuitive steps: 

selecting species, uploading local metadata files, adding labeling information, and entering 

required and additional columns using ontology terms, all designed to ensure SDRF 

compliance and user ease. 

 

lesSDRF's development and ongoing improvement are deeply rooted in community 

collaboration. This tool exemplifies the shift from data hoarding to open sharing, with 

continual updates based on feedback from proteomics experts and the broader 

community.. Moreover, we actively collaborate with leading proteomics tools to incorporate 

built-in SDRF outputs, setting a standard for data reusability and effective management 

across the field. This collective approach aims to unlock the full potential of public data, 

ensuring that accurate metadata becomes a cornerstone of good scientific practice and 

laying the groundwork for more significant scientific advancements. 
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This research delves into proteomics, aiming to refine peptide and protein behavior 

modeling in high-throughput data. It addresses the challenge of identifying modified 

peptides, crucial for understanding proteomics, using advanced machine-learning 

techniques. 

The motivation driving this study arises from the need for an improved and reliable method 

of identifying modified peptides with post-translational modifications (PTMs) via LC-MS/MS 

data analysis. Its predictive capability significantly aids in ordering peptides by likelihood, 

thereby facilitating the detection of potential errors in Open Modification Search (OMS) 

protocols. Essentially, it helps in sorting through a large amount of data and identifying 

peptides that might have been misidentified, contributing to more accurate and reliable 

results. 

 

In a preceding work, the DeepLC, we introduced a method predicting retention times for 

unseen peptide modifications through atomic composition encoding. However, this method 

struggled to differentiate between structures with similar compositions and had limited 

extrapolation capabilities. In our iDeepLC model, we achieve a substantial elevation in 

precision for predicting the retention times of modified peptides.  

 

This improvement is achieved through the utilization of chemical descriptors to encode 

amino acids and their corresponding modifications, surpassing atom counting by 

incorporating computed features from the chemical architecture of amino acids. By 

incorporating insights into the bonding patterns among atoms within amino acids, the 

model can more properly distinguish divergences among various amino acids and their 

modifications by better generalization of the model which leads to more sophisticated 

predictions for unseen modifications. 

 

Moreover, iDeepLC stands out as the first retention time predictor capable of distinguishing 

between isomeric structures. For instance, it distinguishes between symmetric dimethyl 

arginine and asymmetric dimethyl arginine, showcasing its unparalleled ability among 

retention time predictors. This advancement is further validated through evaluations against 

ProteomeTools PTM datasets. 

 

In essence, iDeepLC improves peptide modification identification, using a novel approach 

that not only enhances predictive accuracy and increases generalization but also enables 

distinguishability between structurally similar amino acids and modifications. 

 

 



 

 

P43 

MoDPA: Investigating diseases through Modification-Dependent 
Protein Associations 
Enrico Massignani [1,2], Lennart Martens [1,2] 

Presenting author: Enrico Massignani 

[1] VIB-UGent Center for Medical Biotechnology, VIB, 9052 Ghent, Belgium. 

[2] Department of Biomolecular Medicine, Ghent University, 9052 Ghent, Belgium. 

 

Protein-Protein Interactions (PPIs) and Post-Translational Modifications (PTMs) are vital in 

regulating various biological processes. However, the interplay between these two 

regulatory mechanisms is still not well understood. To address this, we are developing a 

computational approach called MoDPA, which aims to identify co-occurring modified 

proteins by reanalysing a large number of public MS-based proteomics datasets. 

To simplify the analysis of high-dimensional quantitative PTM data, we employ a Variational 

Autoencoder. This deep-learning model projects the data to a low-dimensional latent space. 

To measure the similarity between two PTMs, we calculate their Pearson correlation 

coefficient in the latent space, following an approach that is conceptually similar to gene co-

expression analysis. 

 

The CompOmics, where I am currently doing my post-doctoral work, has access to a unique 

and comprehensive dataset of proteome-wide post-translational modifications (PTMs). This 

dataset was generated by reprocessing proteomics data from the PRIDE public repository 

using ionbot, a machine learning-based peptide identification engine, which can perform 

sensitive yet specific open modification searches to identify all PTMs present in a sample. So 

far, our reprocessing pipeline has processed 633 proteomics datasets, resulting in over 240 

million peptide identifications. This corresponds to approximately 7 million unique 

peptidoforms and 4 million unique PTMs. 

 

After applying the VAE-based dimensionality reduction approach to this dataset, I was able 

to generate a network of PTM associations. Upon a preliminary examination of the network, 

I identified a cluster of strongly interconnected PTMs on proteins associated with immune 

response, as well as two distinct clusters of tyrosine kinases and serine/threonine kinases, 

respectively. 

 

As part of my post-doctoral work, I intend to conduct a thorough examination of this PTM 

association network using various network analysis methods, such as information flow 

analysis (IF). By simulating how biological information spreads throughout the network, the 

IF analysis will enable me to distinguish between "driver" and "passenger" proteins and 

PTMs. 

 

Finally, I plan to study how PTMs affect the interactions between chaperones and their client 

proteins, with a focus on spontaneously occurring modifications related to molecular ageing. 
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The histone code is the abstraction of the myriad post-translational modifications on 

histones (hPTMs) that together regulate gene expression. Increasingly, this epigenetic 

phenomenon is thought to be an ancient sense and respond system for the metabolic and 

energetic state of the eukaryotic cell. Current understanding of the histone code largely 

derives from targeted, antibody-based technologies; however, attaining an overarching, 

unbiased image of the combinatorial nightmare it depicts is currently only possible through 

mass spectrometry (MS). While proven to be an extremely valuable technology, MS-based 

histone code analysis still suffers from underdeveloped data analysis tools. Here, we present 

a bottom-up histone data analysis pipeline that leverages both the evolutionary 

conservation of histones and PTM-tailored robust statistics to deeply mine histone code 

dynamics at consensus amino acid resolution. Through multiple sequence alignment, 

peptidoforms from all variants of the five histone families (H1, H2A, H2B, H3, and H4) are 

redefined against their respective consensus backbones. This deconstruction of variant 

information in turn enables a more comprehensive and biologically relevant testing of 

differential hPTM usage (DhPU) using a bespoke msqrob2PTM histone workflow. The 

resulting map of the histone code, detailing hotspots of change and hPTMs of interest, is 

finally presented in a browsable and user-friendly format, stimulating a more nuanced 

interpretation of MS-based histone data. This poster is supposed to elicit a discussion on 

potential pitfalls of the pipeline and how to address them, as well as ways to improve the 

end user experience. 
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For centuries archaeologists have tried to identify species based on bone morphology. 

Although in the case of bone fragments this becomes more of a challenge. ZooMS 

approaches via MALDI-TOF-MS have proven to be able to tackle this problem based on 

species-specific PMFs. Some attempts have been made to use LC-MS for the classification of 

bones of unknown origins. However, the use of database search algorithms like Mascot to 

find peptide-spectrum matches is accompanied with a multitude of well-known issues 

peculiar to palaeoroteomic samples. These challenges include the selection of appropriate 

databases, which differ in size and composition; and the absence of sequences from  extinct 

or unsequenced animals. The high similarity in tryptic peptides across the collagen 

homologues and orthologues can also result in a high number of ambiguous results, making 

the use of algorithms like Unipept not possible. Altogether the ambiguousness of the data 

makes the taxonomic classification of samples difficult. 

 

With this poster we propose a novel downstream processing tool ‘ClassiCol’ that takes 

advantage of the ambiguity in the data to make a final taxonomic classification based on 

collagen sequences, taking into account the possibility of a sample mixture and/or 

missingness of the animal of origin in the database. This tool is accompanied by a 

comprehensive collagen database, covering over 10,000 sequences of more than 250 

animals. ClassiCol takes a Mascot result file as input and matches every peptide to the 

collagen database, allowing for isobaric switches (i.e. positional isomers and isobaric 

substitutions, including PTMs). All isobaric peptide possibilities are subsequently filtered via 

retention time prediction and intensity prediction using DeepLC and MS2PIP respectively. All 

retained protein sequences and animals are clustered according to their homology and 

taxonomy respectively. This matrix is than separated into blocks, followed by discard of all 

single hit wonders. Each block is subsequently analysed in a leave-one-out approach in 

order to find the taxonomic level at which each (group of) species has the ability to 

distinguish itself from others. Finally the algorithm compares each group of animals in a 1-vs

-many approach to find unique peptides for each group. In this manner, the algorithm is 

able to classify ancient bone samples, opening up the field of Paleoproteomics to the use of 

LC-MS as a more comprehensive and precise means of species classification. 
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Introduction: 

Complex proteomics samples necessitate sophisticated MS acquisition procedures. Despite 

the recent advances in optimising current workflows, inherent limitations persist, driving the 

creation of novel intelligent acquisition strategies. Manipulating mass spectrometers in real-

time is a cornerstone in building such methods[1][2]. Although interfacing with MS 

instruments requires expertise and substantial human and MS instrument time, there are 

no open-source solutions alleviating the creation process. We are developing MSReact, a 

practical framework simplifying the process of method building and demonstrating its 

capabilities with a new intelligent targeted acquisition workflow. 

 

Methods:  

MSReact consists of two units, a server implemented in .NET interacting with mass 

spectrometers using an Instrument Application Programming Interface (IAPI) provided by 

Thermo and a client written in Python executing acquisition workflows. The two components 

are connected via websocket and a custom protocol. The intelligent targeted strategy is built 

on a novel real-time retention time (RT) adjustment procedure. Its throughput and sensitivity 

were assessed by analysing HeLa lysate and JPT SpikeMix samples on different Thermo 

instruments. 

 

Results: 

The MSReact server interfaces with three Thermo instrument families (Exactive, Exploris and 

Tribrid), and presents a simulation mode, aiding offline acquisition workflow development 

and testing. The Python client promotes the use of popular data analysis and machine 

learning libraries for real-time data analysis and decision making. The implemented 

workflow using a tailored retention time calibration algorithm enables peptide monitoring 

with narrow time windows, which is pivotal for high-throughput targeted acquisitions[3]. 

Throughput test of a 95 minutes acquisition on Exploris instrument using HeLa lysate 

showed that from 2146 targeted peptides 2069 were identified and 1436 MS1 level 

quantified. 

 

Conclusion: Novel intelligent MS acquisition workflows may be readily created with MSReact. 

It's a powerful open-source framework, thanks to its client-server architecture and built-in 

simulator. The presented intelligent targeted method is capable of targeting considerably 

more peptides than what is reported in state of the art targeted proteomics studies on 

Thermo instruments, establishing a major improvement. 
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ProteomicsDB, initially established in 2014 as a protein-centric in-memory database for 

exploring the first draft of the human proteome [1], has evolved into a multi-omics and multi

-organism resource for life sciences research encompassing more than 198 projects totaling 

over 29k LC-MS/MS experiments. Over the years, it has grown substantially, incorporating 

data from various omics sources and expanding its functionalities, such as integrating 

diverse omics data, introducing new APIs for systematic data access, enhancing user 

interfaces for better data visualization, and integrating deep-neural-network Prosit for 

peptides’ fragments prediction, ultimately enabling reevaluation of stored search engine 

results with state-of-the-art methods to boost data utilization and identification rate in 

proteomics studies [2]. This continuous development and integration aligns with its 

commitment to improving data accessibility, interoperability, and usability while broadening 

its content to encompass various human biology experiments and supporting additional 

organisms [3]. Most recently, we integrated the proteome of Triticum aestivum (common 

wheat plant) acquired using a timsTOF Pro machine into ProteomicsDB, expanding the list of 

file formats and vendors supported by the database. 

 

ProteomicsDB is set to integrate two groundbreaking projects into its framework: a 

proteomics map of the bacterial kingdom, encompassing data from approximately 400 

bacterial strains, and "The Proteomes that Feed the World" project, aiming to provide 

comprehensive tissue-resolved data for almost 100 most important plants for human 

nutrition. These projects are characterized by their suitability for cross-species analysis, with 

the former extending ProteomicsDB's reach to the bacterial kingdom and the latter, 

shedding light for the first time on many important plant species’ proteomes. ProteomicsDB 

will soon provide statistics and visualizations for cross-species analysis which empowers the 

community with unprecedented information. These integrations will significantly enhance 

ProteomicsDB's capabilities, fostering comprehensive insights into diverse species and 

facilitating cross-species comparisons for in-depth scientific exploration. 
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Mass spectrometry-based proteomics has proven to be invaluable to study the expression 

level of proteins, offering insights into disease phenotypes and cellular responses to stress 

in the human body. However, currently protein expression levels are mainly studied on the 

tissue level. Recent advances in single cell proteomics on both the technology and sample 

preparation side has facilitated a deeper understanding of the biological intricacies at the 

single cell level, and allows to study nuanced differences between cells. Despite these 

advancements, the low sample amount still provides severe challenges for identification. 

While for now many efforts have been focused on optimizing the sample preparation and 

acquisition, novel bio-informatics approaches that tackle the challenges inherent to single 

cell proteomics are lacking. 

 

Recently, data-driven rescoring has proven to boost peptide identifications in challenging 

workflows, and thus might also improve identification rates in single cell experiments. 

Notably, MS²Rescore, can improve the identification rate of peptides by calculating extra 

features that can help differentiate true from false positives. Unlike traditional PSM-scoring, 

MS²Rescore not only uses classical search engine scores, but also calculates orthogonal 

features using machine learning models like MS²PIP and DeepLC. Nonetheless, as these 

features are not single-cell specific, there is still substantial room for improvement. 

Therefore, including more features like signal to noise metrics or including other ion types 

might further boost peptide identifications specifically in single cell experiments. By 

reanalyzing public single cell projects, we have observed that the addition of these simple 

features on top of the more complex MS²PIP and DeepLC features can boost identifications 

with 1%. This is an encouraging sign that single-cell specific features can further improve the 

identification rate of peptides. 

 

Another area of improvement in peptide identification for single cell LC-MS/MS experiments 

is related to the need for high-throughput analyses. This high-throughput is generally 

achieved by substantially reducing the elution time. This will result in an increase of chimeric 

spectra, which to date is still not well researched.  

 

Therefore, in my research, I aim to boost peptide identifications by focusing on these 

chimeric spectra and rescoring matches by including single-cell specific features with the 

MS²Rescore algorithm. 
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Protein function is highly regulated by the co-ordinated expression and interaction in 

different tissues and the correct localization within different sub-cellular compartments. 

Proteins must localize to their intended subcellular niche, with the functionality of some 

proteins only relevant and required in specific cell compartments; mis-localization of 

proteins can cause disease. Active transportation mechanisms, such as the nuclear import 

mechanism, utilize sequence targeting signals to transport proteins to specific locations, 

with N- and C-terminal sequence signals often cleaved off after relocation. Interactions of 

the cargo proteins carrying such signals with receptor proteins, which realize the relocation, 

are essential for this process. Proteins can also phase-separate to form often temporary 

biomolecular condensates with specific characteristics and function. In all cases, the surface 

residues of such proteins seem to be adapted to the particular chemical environment(s) 

present at their correct sub-cellular location(s); their sequences and by extension biophysical 

properties are tuned to their particular function at that location. Finally, PTMs are essential 

in regulating protein localization, and might play a role in adapting their biophysical 

characteristics to a particular sub-cellular environment. This highly complex relationship 

between a protein’s sequence, biophysical characteristics, interactions and PTMs on the one 

hand, and its sub-cellular localization on the other hand, can now be pursued at the 

proteomics scale thanks to the advent of high-throughput (HTP) methods and computational 

approaches to analyse and integrate HTP data. In this work, we report the proteome wide 

identification of PTM landscapes in different subcellular specific and multi-localizing 

proteins. Moreover, we show how the changes in PTMs in different subcellular 

compartments of the cells relates to protein structures and their biophysical properties. 
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Understanding the importance of the epicardium in heart repair has increased the interest 

in developing strategies to explore its regenerative potential for human therapies [1,2]. In 

this context, MALDI Mass Spectrometry Imaging is a powerful tool that enables exploring the 

molecular complexity of tissue at a proteomic level[3]. This work aims to evaluate the 

proteomic response of novel compounds targeting the proliferation of epicardial (ECs) and 

epicardial-derived cells (EPDCs) through MS-proteomic approaches. Epicardial slices were 

obtained from the left ventricle of porcine heart, cultured and treated with pharmacological 

compounds. Formalin-fixed paraffin-embedded epicardial slices were analysed by MALDI-

MSI, targeting the generation of protein profiles from epicardial and myocardial as regions 

of interest. Epicardial slices provided an outstanding model for studying epicardium 

physiology and applying pharmacological therapies. The MALDI-MSI analysis provided a 

preliminary region-specific protein profile, discriminating epicardial from myocardial area. 

Complementary, nLCMS/MS identifies relevant proteins, such as collagen alpha-1, 

fibronectin, cadherin-2, vimentin, prostaglandin E synthase-3, Moesin and proliferating cell 

nuclear antigen (PCNA). Protein-protein interaction revealed relevant pathways involved in 

those responses: VEGFA-VEGFR2 signalling, cellular response to stress, fibroblast metabolic 

pathways, and hypoxia-induced factor 1signalling. Epicardial slices proved to be a suitable 

model for a deeper understanding of the molecular pathways involved in the regenerative 

response of ischemic myocardium driven by ECs. MALDI-MSI and complementary 

proteomics approaches highlighted relevant proteins and corresponding pathways involved 

in this response.  

 

Keywords: Proteomics; MALDI MSI; Epicardial-derived cells; Cardiovascular research.  
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Taxonomic inference in mass spectrometry-based metaproteomics is complex. The exact 

composition of metaproteomic samples is unknown, requiring large reference databases for 

peptide identification. The presence of proteins and corresponding taxa has to be inferred 

from the identified peptides. This is complicated by protein homology: many proteins share 

peptides not only within a single taxon but also across different taxa. Current taxonomic 

profiling approaches rely on heuristics and strategies such as peptide-spectrum-match 

counting or the use of unique peptides, both for taxonomic annotation and quantification. 

The Peptonizer2000 is a taxonomic annotation tool for metaproteomics addressing some of 

the aforementioned challenges. It leverages the peptide-taxon relationships encoded in the 

Unipept database and combines it with a graphical model-based statistical inference 

method. This enables the Peptonizer2000 to provide taxonomic profiles of samples with 

greater taxonomic resolution and statistically computed confidence estimates. 

 

Until now, the Peptonizer2000 has not performed quantification of the identified taxa. We 

introduce a first estimate of taxonomic biomass contributions based on peptide-taxon 

matches. However, this heuristic approach lacks accuracy and does not ensure 

comparability between samples. For protein samples, MaxLFQ is a popular, label-free 

quantification algorithm that leverages MS1 peptide intensities through delayed 

normalization and maximal peptide ratio extraction to compare relative protein quantities 

across proteomic samples. We introduce an algorithm, based on MaxLFQ, for the label-free 

relative quantification of taxa. Analogous to MaxLFQ, peptide intensities are normalized 

across samples in a delayed manner. Instead of mapping the peptide intensities to the 

proteins, we propose to map them directly to the taxa according to the taxonomy previously 

determined by the Peptonizer. 

 

We evaluate the Peptonizer2000 with various metaproteomic datasets. We show that it 

provides taxonomic profiles with statistically computed scores, heuristic biomass estimates, 

and offer initial insights into the new, label-free taxonomic quantification approach. 
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Mass spectrometry (MS)-based proteomics most often relies on database searching to 

identify peptides or proteins. Ideally, protein sequences come from publicly available and 

reviewed reference databases, such as NCBI RefSeq or UniProtKB-Swissprot. However, 

98.1% of the 1,758,200 sequencing datasets (with full genome representation; April 2023) for 

eukaryotes in NCBI are not assembled, and only 0.4% are fully assembled and annotated 

(0.1% only in Refseq). To overcome this bottleneck and enable the proteomist to assemble 

and annotate any genome on their own, we are developing a bioinformatics pipeline named 

Brownotate (BR). 

 

BR gathers existing tools to download DNA sequencing data, filter out unreliable reads, 

assemble the retained reads, predict protein-coding genes, perform translation into protein 

sequences, and name them. An evaluation of the completeness of BR-derived assemblies or 

annotated genes is performed at runtime using the single-copy orthologs expected for given 

species (OrthoDB). To asses BR performance, BR-derived assemblies and annotations for 27 

species belonging to 11 different taxons were compared to reference (REF) data extracted 

from NCBI SRA and RefSeq. MS raw data downloaded from PRIDE for these same species 

were also processed using Maxquant against either the BR-derived or the REF protein 

database, and datasets of identified proteins (FDR 1%) were compared. 

The length of BR and REF assemblies was more or less comparable, with the REF assemblies 

well covered by BR assemblies, but completeness (ortholog groups) of BR assemblies and 

annotations was slightly lower in the case of large genomes. On average, a higher number of 

proteins, and often shorter ones, was present in the BR than in REF dataset. The analysis of 

PRIDE-extracted raw MS/MS data using BR and REF protein databases reveals that, in 

general, a similar number of protein groups are identified, with, on average, a 80% overlap. 

9% of the proteins identified only derived from the BR-derived sequences and this value 

reached 11% for the REF database.  

 

BR proved capable of generating protein sequence databases of satisfactory quality for MS/

MS data interpretation.  BR is still undergoing further development, e.g. to adapt it to RNA 

sequence data and use it in a user-friendly graphical interface. Ultimately, BR should be 

useful for studies on species for which only DNA or RNA sequence data are available, or in 

the context of personalized medicine. 
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Databases provide a way to store structural data of different sizes. In the research field of 

proteomics, this may be a mzDB file with a couple of 100MB, storing mass spectra, or 

MaCPepDB (Mass Centric Peptide Database) with a total of 10 TB which includes a tryptic 

digest of UniProt (SwissProt + TrEMBL).  

 

The structure of the stored data is heavily depending on the usage and chosen database 

engine, predefined in a schema. The schema of a database is usually defined to efficiently 

access to the stored data. 

 

However, regardless of how well these schemas are defined, an ever growing database will, 

at some, outgrow the capabilities of the underlaying hardware. This normally starts with 

reduced query performance as the file I/O cannot load the data fast enough or the memory 

is too small for the full index which normally would increase the data matching. 

The first version of MaCPepDB (Mass Centric Peptide Database), which contains the tryptic 

digest of all proteins in UniProt, suffered from exactly this problems. To overcome this 

issues MaCPepDB was moved to a distributed database engine and multiple servers. As a 

result it is now able to serve houndreds of queries more than before in a fraction of time. 

This of course does not matter for the average researcher when looking up the origin of a 

peptide or a target for a SRM assay but the integration in various analysis workflows. One 

example is MaCcoyS (Mass Centric Decoy Search), which uses MaCPepDB to build a search 

space for each MS2 spectrum in a MS-run with all peptides of MaCPepDB matching the mass 

of the spectrum’s precursor. By refining those queries with post translational modifications 

(PSM), the number of queries is increasing even more with each PSM, as they change the 

weight of the plain peptides as stored by MaCPepDB. A MS-run with about 27000 MS2 

spectra will yield around 9 Mio. queries.  

 

The benefit of these method is the identification of previously unidentified MS2 spectra due 

to missing peptides in the search spaces. This method is very interesting for samples where 

the origin or content is not exactly known, like the mixed microbiome of a gut. 

While the distributed database system is helping with the performance of MaCPepDB and 

analysis software based on it, it also introduces the option to store metadata for each 

peptide, collected from the containing proteins of origin, like the taxonomy or the 

uniqueness state of peptide within a taxonomy. 
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Triple negative breast cancer (TNBC) is the most aggressive, with the poorest prognosis, of 

all BC subtypes. TNBC lacks estrogen receptor, progesterone receptor and human epidermal 

growth factor receptor 2; hormonal therapies have no effect and chemotherapy resistance 

develops. Metformin (MF), an anti-diabetic drug, is known to lower cancer incidence. This 

anti-cancer activity is not completely understood. We are investigating a novel drug 

repurposing strategy coupling MF with D609 (inhibitor of phosphatidylcholine-specific 

phospholipase C, PC-PLC). Preliminary results on MDA-MB-231 cells reveal that the 

combination treatment (MF and D609) inhibits cells migration more powerfully compared to 

the effect due to MF alone and that PC-PLC inhibition by D609 enhances the anti-

proliferative effects exerted by MF singularly. We investigated the proteome changes 

following MF treatment alone and/or in association with D609, using qualitative and 

quantitative (label-free) LC-MS/MS bottom-up proteomic approaches carried on applying 

both data-dependent (DDA) and data-independent (DIA) acquisition methods. We identified 

and quantified more proteins in samples acquired in DIA mode with a reduction in the 

number of missing values, compared to DDA mode. Principal Component Analysis of the 

acquired data groups together MF and combination treatment, separating them from 

control and D609; this result suggests that MF is the key modulator of the proteome in the 

combined treatment. MF and combination treatment up- and down-regulate the 

concentration of several proteins with a greater number recognized from DIA data. 

Enrichment analysis of the regulated proteins derived from DIA shows more significantly 

enriched pathways than DDA. Oxidative phosphorylation and cell cycle are two of the most 

significant up- and down-regulated pathways respectively, for both MF and combination 

treatment. Moreover, these two conditions share several pathways in agreement with the 

observed predominant MF effect. Additional proteomic and phosphoproteomic experiments 

are in progress together with metabolomic analyses: the integration of these –omics data 

will show a multifaceted mechanism of action of the drug repurposing strategy on TNBC 

cells.  
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Introduction  

 

Carboxyl ester lipase (CEL) is a digestive enzyme mainly expressed in pancreatic acinar cells. 

The protein is structurally divided into two regions: an N-terminal globular domain and a C-

terminal tail encoded by a variable number of tandem repeats (VNTR), consisting of 3 to 23 

repeats that each encodes an 11-amino acid polypeptide. All verified pathogenic mutations 

of CEL are located within the highly polymorphic VNTR and involve the generation of 

cysteine residues in the polypeptide repeats. These mutations either cause the endocrine/

exocrine pancreatic disorder MODY8 (Ræder et al., Nat. Genet. 2006) or confer 5-fold 

increased risk for chronic pancreatitis (CEL-HYB1; Fjeld et al., Nat. Genet. 2015). Our project 

aims to understand how de novo cysteine residues may determine the pathogenic 

properties of CEL-MODY and CEL-HYB1. 

 

 

Methods 

Cysteine residues of the variants CEL-MODY and CEL-HYB1 were changed to alanine by in 

vitro mutagenesis of plasmid constructs. The plasmids were expressed in HEK293 and Cosm 

KO HEK293 cells, and effects were studied by immunoblotting and immunofluorescence.  

 

 

Results 

The CEL-MODY variant showed elevated intracellular accumulation, reduced secretory levels, 

co-localization with ER stress markers and impaired O-glycosylation when compared to 

normal CEL. After mutating the 10 cysteines in CEL-MODY to alanine, properties of this 

variant became normalized and, in some cases, identical to those of normal CEL. For CEL-

HYB1, which is encoded by a short VNTR of 3 repeats and has only 2 cysteines, properties 

did not change when mutating the cysteine residues to alanine and remained similar to 

what is described in the literature. 

 

 

Conclusions 

We revealed clear differences in the impact of cysteine residues present in the pathogenic 

variants CEL-MODY and CEL-HYB1. For CEL-MODY, cysteines appear central in the 

pathogenesis, whereas cysteine-mediated effects in CEL-HYB1 could not be revealed. We 

propose that the high number of cysteines in the CEL-MODY tail region enables intra- and 

intermolecular disulfide bonds that induce protein aggregation, ER stress and impaired O-

glycosylation. For CEL-HYB1, we propose that it is primarily the unusually short tail length 

that determines its pathogenicity. 
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Peptide identification by mass spectrometry relies on the interpretation of fragmentation 

spectra based on the m/z pattern, relative intensities, and retention time (RT). Given a 

proteome, we wondered how many peptides generate identical fragmentation spectra with 

current MS methods. Calculating an information-content index for all peptides in a given 

proteome would enable us to design data acquisition and data analysis strategies that 

generate and prioritize the most informative fragment ions to be queried for peptide 

quantification.  

 

We predicted nearly half million MS2 fragment spectra of human tryptic peptides using deep 

learning model PROSIT. In order to assess the information content of a peptide, we 

compared the fragmentation pattern of any two peptides that may be co-isolated in low- 

and high-resolution MS1 (precursor level) and MS2 (fragment level) data. We binned the 

predicted spectra for peptides with the same precursor mass and RT within a tolerance of 10 

ppm m/z and 10 units indexed retention time (iRT) (high-resolution) and 1 Da m/z, 10 units 

iRT (low-resolution). On the MS2 level, m/z tolerance of 10 ppm, and 1 Da was used 

respectively for high and low-resolution setups. We used normalized spectral contrast angle 

(SA) to assess the similarity.  

 

We selected the human proteome, and calculated the similarity score among its tryptic 

peptides in order to establish distinguishable peptides within the human proteome given a 

set of data acquisition parameters.   

 

We used the deep learning prediction model Prosit - including the relative intensity pattern 

of the fragment ions - and iRT values for 416,813 human unmodified tryptic peptides with no 

missed cleavage, charge +2 and a normalized collision energy of 28. For each peptide pair 

within the m/z and iRT tolerance (e.g., 10 ppm and 10 iRT), we calculated the spectral angle 

of the predicted fragmentation spectrum.   

 

The distribution of the similarity scores we observed shows that more than 98% of peptide 

pairs are distinguishable from their fragmentation pattern. However, several pairs have a 

high similarity score, which makes them difficult to distinguish with current data acquisition 

approaches. Similar analyses were performed accounting for high and low resolution at MS2 

fragment level, as well as using only the 6 most intense fragments (Top6), or removing all the 

fragments with an intensity below 5 %.   

 

Future work includes the exploration of charges, post-translational modifications...  

 


